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#### Abstract

We investigate the roots of Wills polynomials of convex bodies. We study the structure, showing that the set of roots in the upper half plane is a convex cone, monotonous with respect to the dimension. In particular, we give its precise description for dimensions $n=2,3$. We also show that for $n \leq 7$ this cone is completely contained in the (open) left half plane, which is not true in dimensions $\geq 14$. Moreover, we study the size of the roots of the Wills polynomial, bounding them in terms of functionals like the in- and circumradius of the set. We also relate the roots of the Steiner and the Wills polynomials.


## 1. Introduction

Let $\mathcal{K}^{n}$ be the set of all convex bodies, i.e., compact convex sets, in the $n$-dimensional Euclidean space $\mathbb{R}^{n}$, and let $B_{n}$ and $C_{n}$ be the $n$-dimensional unit ball and cube of edge-length 1 , respectively. The volume of a set $M \subsetneq$ $\mathbb{R}^{n}$, i.e., its $n$-dimensional Lebesgue measure, is denoted by $\operatorname{vol}(M)$, and with $\mathrm{cl} M$, conv $M$ we represent its closure and convex hull, respectively. For $K \in \mathcal{K}^{n}$ and a non-negative real number $\lambda$, the volume of the Minkowski sum $K+\lambda B_{n}$, is expressed as a polynomial of degree $n$ in $\lambda$,

$$
\begin{equation*}
\operatorname{vol}\left(K+\lambda B_{n}\right)=\sum_{i=0}^{n}\binom{n}{i} \mathrm{~W}_{i}(K) \lambda^{i} \tag{1.1}
\end{equation*}
$$

This expression is known as the Steiner formula of $K$. The coefficients $\mathrm{W}_{i}(K)$ are the quermassintegrals of $K$, and they are a special case of the more general defined mixed volumes for which we refer to [21, s. 5.1]. In particular $\mathrm{W}_{0}(K)=\operatorname{vol}(K), \mathrm{W}_{n}(K)=\operatorname{vol}\left(B_{n}\right)=\kappa_{n}, n \mathrm{~W}_{1}(K)=\mathrm{S}(K)$ is the surface area of $K$ and $\left(2 / \kappa_{n}\right) \mathrm{W}_{n-1}(K)=\mathrm{b}(K)$ is the mean width of $K$ ([21, p. 42]). The volume of the $n$-dimensional unit ball $B_{n}$ takes the value

$$
\begin{equation*}
\kappa_{n}=\frac{\pi^{n / 2}}{\Gamma\left(\frac{n}{2}+1\right)} \tag{1.2}
\end{equation*}
$$

where $\Gamma$ denotes the gamma function.

[^0]In [18, McMullen considered the normalized quermassintegrals

$$
\begin{equation*}
\mathrm{V}_{i}(K)=\binom{n}{i} \frac{\mathrm{~W}_{n-i}(K)}{\kappa_{n-i}}, \tag{1.3}
\end{equation*}
$$

and proposed to call these measures the intrinsic volumes of $K$, since, if $K$ is $k$-dimensional, then $\mathrm{V}_{k}(K)$ is the usual $k$-dimensional volume of $K$. The intrinsic volumes depend only on the convex body $K$ but not on the dimension of the embedding space (see e.g. [2, s. 6.4]). Thus the Steiner formula (1.1) can be represented via (1.3) as

$$
\operatorname{vol}\left(K+\lambda B_{n}\right)=\sum_{i=0}^{n} \kappa_{i} \mathrm{~V}_{n-i}(K) \lambda^{i} .
$$

In [25] Wills introduced and studied the functional

$$
W(\lambda K)=\sum_{i=0}^{n} \mathrm{~V}_{i}(K) \lambda^{i}
$$

because of its possible relation with the so-called lattice-point enumerator $G(K)=\#\left(K \cap \mathbb{Z}^{n}\right)$. Many nice properties of this functional, as well as relations with other measures, have been studied in the last years, see, for instance, [3, 4, 19, 25, 26, 27. More recently, the Wills functional has been also considered from a more general point of view or in a probabilistic context (see [13] and [22, 23], respectively).

In the following we will write, for $K \in \mathcal{K}^{n}$,

$$
\begin{equation*}
g_{K}(z)=\sum_{i=0}^{n} \mathrm{~V}_{i}(K) z^{i}=\sum_{i=0}^{n}\binom{n}{i} \frac{\mathrm{~W}_{n-i}(K)}{\kappa_{n-i}} z^{i} \tag{1.4}
\end{equation*}
$$

to denote the Wills polynomial of $K$, regarded as a formal polynomial in a complex variable $z \in \mathbb{C}$. Similarly, we will represent the classical Steiner polynomial (cf. 1.1) ) in a variable $z \in \mathbb{C}$ by $f_{K ; B_{n}}(z)=\sum_{i=0}^{n}\binom{n}{i} \mathrm{~W}_{i}(K) z^{i}$.

Notice that $g_{K}(z)$ (and hence its roots) does not depend on the dimension of the space $\mathbb{R}^{n}$ where $K$ is embedded, because the intrinsic volumes of $K$ have this property. Thus, from now on and unless we explicitly say the opposite, we will always assume that for $K \in \mathcal{K}^{n}$, its dimension $\operatorname{dim} K=n$.

In [6, 7, 8, 9, 10, 11, 12, 16, geometric properties of the roots of (relative and classical) Steiner polynomials have been studied: their location, size, relation with other geometric magnitudes (in- and circumradius) and characterization of (families of) convex bodies.

Here we are interested in studying properties of the roots of the Wills polynomial $g_{K}(z)$, as, for instance, its location or relation with other functionals. To this end, we fix the notation which will be used along the paper. Denoting by $\operatorname{Re} z, \operatorname{Im} z$ and $\arg z$, the real part, imaginary part and the principal argument of a complex number $z$, respectively, let $\mathbb{C}^{+}=\{z \in \mathbb{C}: \operatorname{Im} z \geq 0\}$ be the set of complex numbers with non-negative imaginary part, and let

$$
\begin{equation*}
\mathcal{R}_{W}(n)=\left\{z \in \mathbb{C}^{+}: g_{K}(z)=0 \text { for } K \in \mathcal{K}^{n}\right\} \cup\{0\} \tag{1.5}
\end{equation*}
$$

be the set of all roots of $g_{K}(z), K \in \mathcal{K}^{n}$, in the upper half plane, plus the origin; notice that $g_{K}(0) \neq 0$ for any convex body $K$, since the constant term of $g_{K}(z)$ is always 1 for all $K \in \mathcal{K}^{n}$.

Theorem 1.1. $\mathcal{R}_{W}(n)$ is a convex cone, containing the non-positive real axis $\mathbb{R}_{\leq 0}$ and monotonous in the dimension, i.e., $\mathcal{R}_{W}(n) \subset \mathcal{R}_{W}(n+1)$.

Now, for a fixed convex body $E \in \mathcal{K}^{n}$, let

$$
\theta_{E}=\min \left\{\arg z: z \in \mathbb{C}^{+}, g_{E}(z)=0\right\}
$$

and then we denote by

$$
\mathcal{R}_{W}(E)=\left\{z \in \mathbb{C}^{+}: \arg z \geq \theta_{E}\right\} \cup\{0\}
$$

the convex cone, in the upper half plane, generated as the positive hull of the roots of the polynomial $g_{E}(z)$ and $\mathbb{R}_{\leq 0}$. Using this notation, we can precisely describe the cones $\mathcal{R}_{W}(2)$ and $\mathcal{R}_{W} \overline{(3)}$, which are given by the roots of the Wills polynomial of the 2 and 3 -dimensional unit balls, respectively. More precisely, we have the following result.
Theorem 1.2. $\mathcal{R}_{W}(2)=\mathcal{R}_{W}\left(B_{2}\right)$ and $\mathcal{R}_{W}(3)=\mathcal{R}_{W}\left(B_{3}\right)$.
We observe that, in particular, $\mathcal{R}_{W}(2)$ and $\mathcal{R}_{W}(3)$ are closed convex cones, but we do not know whether this holds in general.

Regarding the stability of the Wills polynomial, i.e., the fact that all its roots lie in the left half plane, we study the inclusion

$$
\begin{equation*}
\mathcal{R}_{W}(n) \subset\left\{z \in \mathbb{C}^{+}: \operatorname{Re} z<0\right\} \cup\{0\}, \tag{1.6}
\end{equation*}
$$

property that we call "weak" stability.
Proposition 1.1. Wills polynomials are weakly stable if $n \leq 7$. For $n \geq 14$ we have $\left\{z \in \mathbb{C}^{+}: \operatorname{Re} z \leq 0\right\} \subsetneq \mathcal{R}_{W}(n)$.

We also show that not all roots of $g_{K}(z)$ can be pure imaginary complex numbers (see Proposition 2.1); Wills polynomials share this property with Steiner polynomials.

The above results will be proved in Section 2, as well as some additional properties and consequences.

Observe that several of the above properties present restrictions in the dimension, in contrast with the known results for the roots of the general relative Steiner polynomial ( $[9]$ ). It is due to the fact that in higher dimension we do not have enough information about the so called "full system" of inequalities among the quermassintegrals (cf. e.g., [2, Problem 6.1]).

Here we show an asymptotic relation between the roots of the Steiner and the Wills polynomials. It will be shown in Section 3 .
Theorem 1.3. For $s \in \mathbb{N}$ fixed, let $K \in \mathcal{K}^{s}$ and let $\mu_{1}, \ldots, \mu_{s}$ be the roots of $g_{K}(z)$. Embedding $K \subsetneq \mathbb{R}^{n}, n \geq s$, let $\gamma_{1, n}, \ldots, \gamma_{s, n}$ be the non-zero roots of $f_{K ; B_{n}}(z)$. Then, reordering if necessary, it holds

$$
\lim _{n \rightarrow \infty} \frac{\kappa_{n}}{\kappa_{n-1}} \gamma_{i, n}=\frac{\mu_{i}}{\left|\mu_{i}\right|^{2}}, \quad i=1, \ldots, s
$$

In a sense, this theorem is saying that for high dimensions $n$, the Steiner polynomial $f_{K ; B_{n}}(z)$ of a convex body $K$ with fixed dimension $\operatorname{dim} K=s$ "behaves as" its Wills polynomial $g_{K}(z)$.

We also consider the problem to relate the roots of the Wills polynomial of a convex body $K$ with other functionals, namely, the in- and circumradius of $K$ and the so called successive minima of $K$ with respect to the integer lattice. Section 4 is devoted to this topic; there we will state the precise definitions and results.

Finally, in Section 5 we study a very particular Wills polynomial, the one of the unit ball, which has interesting and nice properties.

## 2. The cone of the roots of the Wills functional

We start this section stating some preliminary lemmas which will be needed for the proof of Theorem 1.1.

In [15, Theorem 5.2] the following result is proved.
Theorem 2.1. [15, Theorem 5.2] Let $\xi(t)$ be an unordered $n$-tuple of complex numbers, depending continuously on a real variable $t$ in a (closed or open) interval $I$. Then there exist $n$ continuous functions $\mu_{i}(t), i=1, \ldots, n$, the values of which constitute the $n$-tuple $\xi(t)$ for each $t \in I$.

As a consequence of it, we get the following lemma.
Lemma 2.1. Let $K(t) \in \mathcal{K}^{n}, t \in[a, b]$, be a one-parameter family of convex bodies with $\operatorname{dim} K(t)=n$ for all $t \in(a, b]$, $\operatorname{dim} K(a)=n-1$ and so that $K(t)$ varies continuously on $t \in[a, b]$, and let $g_{K(t)}(z)$ be the corresponding one-parameter family of Wills polynomials, $t \in[a, b]$. Then:
i) There exist $n-1$ continuous functions $\mu_{1}, \ldots, \mu_{n-1}:[a, b] \longrightarrow \mathbb{C}$ joining the $n-1$ roots of $g_{K(a)}(z)$ and $n-1$ roots of $g_{K(b)}(z)$, such that $\mu_{1}(t), \ldots, \mu_{n-1}(t)$ are $n-1$ of the $n$ roots of $g_{K(t)}(z)$ for all $t \in[a, b]$.
ii) Moreover, there exists another continuous function $\mu_{n}:(a, b] \longrightarrow \mathbb{C}$ such that $\mu_{n}(t)$ is the remaining root of $g_{K(t)}(z)$ for all $t \in(a, b]$, verifying that $\lim _{t \rightarrow a^{+}} \mu_{n}(t)=\infty$.
Proof. We take the polynomials $\tilde{g}_{K(t)}(z)=\sum_{i=0}^{n} \mathrm{~V}_{n-i}(K(t)) z^{i}, t \in[a, b]$, whose (non-zero) roots are the inverses of the roots of $g_{K(t)}(z)$ and have leading coefficients 1 for all $t \in[a, b]$. Then the result is a direct consequence of Theorem 2.1 and the fact that the roots of a polynomial are continuous functions of the coefficients of the polynomial (see e.g. [17, p. 3]).

Remark 2.1. It is also well-known (see e.g. [27, Proposition 3]) that if $P$ is an orthogonal box with edge lengths $a_{1}, \ldots, a_{n}>0$, then the roots of $g_{P}(z)$ are $\mu_{i}=-1 / a_{i}, i=1, \ldots, n$. In particular, the Wills polynomial of the $n$-dimensional cube of edge length $a, g_{a C_{n}}(z)$, has an $n$-fold root $\mu=-1 / a$.

Now we can prove Theorem 1.1 .

Proof of Theorem 1.1. The inclusion $\mathcal{R}_{W}(n) \subset \mathcal{R}_{W}(n+1)$ is a direct consequence of the fact that intrinsic volumes remain unchanged if a convex body $K$ is embedded in any Euclidean space of bigger dimension.

By the homogeneity of the intrinsic volumes (see e.g. [2, p. 105]) we have that for any $K \in \mathcal{K}^{n}$ and all $\lambda>0, g_{\lambda K}(z)=g_{K}(\lambda z)$. Hence, if $\mu \in \mathcal{R}_{W}(n)$, $\mu \neq 0$, there exists $K \in \mathcal{K}^{n}$ such that $g_{K}(\mu)=0$ and so, for each $\lambda>0$,

$$
0=g_{K}(\mu)=g_{(1 / \lambda) K}(\lambda \mu) .
$$

It implies that $\lambda \mu \in \mathcal{R}_{W}(n)$. This, together with the fact that for the cube $g_{C_{n}}(z)=(z+1)^{n}$ (see Remark 2.1), shows that $\mathcal{R}_{W}(n)$ is a cone containing the non-positive real axis.

In order to prove the convexity of $\mathcal{R}_{W}(n)$, we will proceed in two steps:
Step 1: First we show that if we consider the convex cone $\mathcal{R}_{W}\left(B_{n}\right)$, determined by the roots of $B_{n}$ and the non-positive real axis, then all its points are roots of some Wills polynomial, i.e., $\mathcal{R}_{W}\left(B_{n}\right) \subset \mathcal{R}_{W}(n)$. We proceed by induction on $n$.

If $n=1$, the result is obviously true, so, we suppose $n>1$ and that the cone $\mathcal{R}_{W}\left(B_{n-1}\right) \subset \mathcal{R}_{W}(n-1)$. Notice that we can assume the strict inclusion $\mathcal{R}_{W}\left(B_{n-1}\right) \subsetneq \mathcal{R}_{W}\left(B_{n}\right)$, otherwise we directly have the required result.

For each $t \in[0,1]$, we consider the convex body $K(t)=t B_{n-1}+(1-t) B_{n}$ and its Wills polynomial $g_{K(t)}(z)=\sum_{i=0}^{n} \mathrm{~V}_{i}(K(t)) z^{i}$, and let $\mu_{n}$ be a root of $g_{B_{n}}(z)$ such that $\arg \mu_{n}=\theta_{B_{n}}$. Thus, we have a one-parameter family of polynomials satisfying the conditions of Lemma 2.1, and hence there exists a continuous map $\mu:[0,1] \longrightarrow \mathbb{C}$ with $\mu(0)=\mu_{n}$ and $\mu(1)=\mu_{n-1}$ a root of $g_{B_{n-1}}(z)$, such that $\mu(t)$ is a root of $g_{K(t)}(z)$ for all $t \in[0,1]$. We notice that without loss of generality we may assume that $\mu_{n}$ is not the root which "gets lost" because, otherwise, we can work with its conjugate $\bar{\mu}_{n}$.

Therefore $f:[0,1] \longrightarrow(0,2 \pi)$ given by $f(t)=\arg \mu(t)$ is a continuous function with $f(1)=\arg \mu_{n-1} \geq \theta_{B_{n-1}}$ and $f(0)=\theta_{B_{n}}$, and so, using the intermediate value theorem, together with the fact that $\mathcal{R}_{W}(n)$ (and $\mathcal{R}_{W}\left(B_{n}\right)$ ) is a cone and the induction hypothesis, we can conclude that $\mathcal{R}_{W}\left(B_{n}\right) \subset \mathcal{R}_{W}(n)$.

Step 2: Finally we show that $\mathcal{R}_{W}(n)$ is convex, for which it suffices to prove that, fixed $\mu_{0} \in \mathcal{R}_{W}(n), \mu_{0} \neq 0$, the cone

$$
\begin{equation*}
\mathcal{R}_{W}(n) \cap\left\{z \in \mathbb{C}^{+}: \arg z \geq \arg \mu_{0}\right\} \tag{2.1}
\end{equation*}
$$

is convex. To this end, let $K \in \mathcal{K}^{n}$, $\operatorname{dim} K=s$, be such that $g_{K}\left(\mu_{0}\right)=0$, and let $K(t)=t B_{s}+(1-t) K, t \in[0,1]$. Since $\operatorname{dim} K(t)=s$ for all $t \in[0,1]$, $g_{K(t)}$ is always a polynomial of degree $s$, and thus (cf. Lemma 2.1) there exists a continuous map $\mu:[0,1] \longrightarrow \mathbb{C}$ with $\mu(0)=\mu_{0}$ and $\mu(1)=\mu_{1}$ a root of $g_{B_{s}}(z)$, such that $\mu(t)$ is a root of $g_{K(t)}(z)$ for all $t \in[0,1]$. Using an analogous argument as before and since $\mu_{1} \in \mathcal{R}_{W}\left(B_{s}\right) \subset \mathcal{R}_{W}(s) \subset \mathcal{R}_{W}(n)$ by Step 1, we obtain that the cone given in (2.1) is convex.

Before giving the precise characterization of the cones $\mathcal{R}_{W}(2)$ and $\mathcal{R}_{W}(3)$, we study the stability of the Wills polynomial, since it will be needed in the proof of Theorem 1.2 . The main ingredient in order to do it are the wellknown inequalities

$$
\begin{equation*}
\mathrm{W}_{i}(K)^{2} \geq \mathrm{W}_{i-1}(K) \mathrm{W}_{i+1}(K), \quad 1 \leq i \leq n-1 \tag{2.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathrm{W}_{i}(K) \mathrm{W}_{j}(K) \geq \mathrm{W}_{k}(K) \mathrm{W}_{l}(K), \quad 0 \leq k<i<j<l \leq n \tag{2.3}
\end{equation*}
$$

particular cases of the Aleksandrov-Fenchel inequality (see e.g. [21, s. 6.3]).
Proof of Proposition 1.1. We use the following stability criterion (see [20, Theorem 3] and [14, Theorem 1]): a real polynomial $f(z)=\sum_{i=0}^{n} a_{i} z^{i}$, with $a_{i}>0$ for $i=0, \ldots, n$, is stable if $a_{i-1} a_{i+2} \leq \beta a_{i} a_{i+1}, i=1, \ldots, n-2$, where $\beta \approx 0.4655$ is the only real solution of $z(z+1)^{2}=1$. It is easy to check that 2.3 ensures that this criterion is fulfilled for $n=7$. The weak stability property for all $n \leq 6$ follows from the monotonicity of the cone of the roots (see Theorem 1.1).

Finally, it can be checked with a computer or by applying the RouthHurwitz criterion (see e.g. [17, p. 181]) that the polynomial

$$
g_{B_{14}}(z)=\kappa_{14} \sum_{i=0}^{14}\binom{14}{i} \frac{1}{\kappa_{14-i}} z^{i}
$$

has a root with positive real part ( $\mu \approx 0.04562+1.81036 i$ ). The non-stability property for all $n \geq 14$ is deduced again from the monotonicity of the cones (see Theorem 1.1).

So only in dimensions $8 \leq n \leq 13$ we do not know whether Wills polynomials may have roots with positive real parts. Obviously, by the convexity of the cone $\mathcal{R}_{W}(n)$, the existence of a root with positive real part implies the existence of a pure imaginary complex root. However, not all roots can be of that type. More precisely:
Proposition 2.1. There exists no convex body $K \in \mathcal{K}^{n}$ such that all roots of $g_{K}(z)$ are imaginary pure complex numbers (excluding the real root existing in odd dimension).

The proof of this result is similar to the one of the corresponding result for the Steiner polynomial in [8, Proposition 2.1]. We sketch it here for completeness.

Proof. By Proposition 1.1 all roots of $g_{K}(z)$ are contained in the (open) left half plane if $n \leq 7$, and so we may assume that $n=\operatorname{dim} K \geq 8$.

Let $K \in \mathcal{K}^{n}$ be a convex body, $n$ even, such that all roots of $g_{K}(z)$ are $\left\{ \pm b_{j} \mathrm{i}, j=1, \ldots, n / 2\right\}$, with all $b_{j}>0$. Then we get

$$
g_{K}(z)=\sum_{i=0}^{n} \mathrm{~V}_{i}(K) z^{i}=\operatorname{vol}(K) \prod_{j=1}^{n / 2}\left(z^{2}+b_{j}^{2}\right)
$$

which implies $\mathrm{V}_{2 i+1}(K)=0$ for all $i=0, \ldots,(n-2) / 2$. In particular, $\mathrm{V}_{1}(K)=0$, i.e., $\operatorname{dim} K=0$, a contradiction.

For $n$ odd, let $K \in \mathcal{K}^{n}$ be a convex body such that the roots of $g_{K}(z)$ are $\left\{-a, \pm b_{j} \mathrm{i}, j=1, \ldots,(n-1) / 2\right\}$, with all $a, b_{j}>0$. Then

$$
g_{K}(z)=\sum_{i=0}^{n} \mathrm{~V}_{i}(K) z^{i}=\operatorname{vol}(K)(z+a) \prod_{j=1}^{(n-1) / 2}\left(z^{2}+b_{j}^{2}\right)
$$

and, in particular, we have
$\operatorname{vol}(K) a \prod_{j=1}^{(n-1) / 2} b_{j}^{2}=1, \quad \operatorname{vol}(K) \prod_{j=1}^{(n-1) / 2} b_{j}^{2}=\mathrm{V}_{1}(K), \quad \operatorname{vol}(K) a=\mathrm{V}_{n-1}(K)$.
Thus we get the relation $\mathrm{V}_{n-1}(K) \mathrm{V}_{1}(K)=\operatorname{vol}(K)$, which implies, by 1.3 ) and inequality (2.3), that $\kappa_{n-1} / \kappa_{n} \geq n^{2} / 2$. It contradicts the well-known inequality

$$
\begin{equation*}
\sqrt{\frac{2 \pi}{n+1}}<\frac{\kappa_{n}}{\kappa_{n-1}}<\sqrt{\frac{2 \pi}{n}} \tag{2.4}
\end{equation*}
$$

(see e.g. [24, Theorem 5.3.2 and p. 216]) since $n>1$.
Next we come to the proof of Theorem 1.2 in which we characterize the cones $\mathcal{R}_{W}(2)$ and $\mathcal{R}_{W}(3)$.
Proof of Theorem 1.2. We start determining the 2-dimensional cone $\mathcal{R}_{W}(2)$.
Let $-a+b \mathrm{i} \in \mathbb{C}^{+}$be a root of a Wills polynomial $g_{K}(z)$ for some planar convex body $K \in \mathcal{K}^{2}$. By Proposition 1.1 and Theorem 1.1 we may assume that both $a, b>0$. Thus $g_{K}(z)=\operatorname{vol}(K)\left(z^{2}+2 a z+a^{2}+b^{2}\right)$, and we have the identities $2 \operatorname{vol}(K) a=\mathrm{V}_{1}(K), \operatorname{vol}(K)\left(a^{2}+b^{2}\right)=1$, from which we get

$$
\operatorname{vol}(K)=\frac{1}{a^{2}+b^{2}}, \quad \mathrm{~V}_{1}(K)=\frac{2 a}{a^{2}+b^{2}}
$$

Then, the isoperimetric inequality (cf. $\sqrt{2.2}, i=1$ ) in terms of the intrinsic volumes, namely, $\mathrm{V}_{1}(K)^{2} \geq \pi \operatorname{vol}(K)$, yields

$$
\begin{equation*}
b \leq \sqrt{\frac{4-\pi}{\pi}} a \tag{2.5}
\end{equation*}
$$

If we have equality in (2.5) then equality in the isoperimetric inequality holds, which implies that $K$ is the Euclidean ball. Conversely, if $K=B_{2}$ then $g_{B_{2}}(z)=\pi z^{2}+\pi z+1$, whose (complex) roots give equality in (2.5). Therefore, equality holds in (2.5) if and only if $K=B_{2}$.

This together with the fact that $\mathcal{R}_{W}(2)$ is a cone (Theorem 1.1) shows that $\mathcal{R}_{W}(2)=\mathcal{R}_{W}\left(B_{2}\right)=\left\{x+y \mathrm{i} \in \mathbb{C}^{+}: \sqrt{(4-\pi) / \pi} x+y \leq 0\right\}$.

Now we consider the 3-dimensional case.
Since $g_{B_{3}}(z)=(4 \pi / 3) z^{3}+2 \pi z^{2}+4 z+1$, it can be checked that

$$
m_{0}=\left|\tan \theta_{B_{3}}\right|=\frac{\sqrt{3}\left(t_{-}+t_{+}\right)}{t_{-}-t_{+}+2 \sqrt{\pi}} \approx 0.9624
$$

where $t_{ \pm}=\left(\sqrt{6 \pi^{2}-39 \pi+64} \pm \sqrt{\pi}(\pi-3)\right)^{1 / 3}$.
Let $-a+b \mathbf{i} \in \mathbb{C}^{+}$be a root of a Wills polynomial $g_{K}(z)$ for some $K \in \mathcal{K}^{3}$. By Proposition 1.1 and Theorem 1.1 we may assume that both $a, b>0$ and taking $m=b / a, m>0$, we have to show that $m \leq m_{0}$. Let $-c$ be the real root of $g_{K}(z), c>0$. Then we have the identities

$$
\begin{equation*}
(2 a+c)=\frac{\mathrm{V}_{2}(K)}{\operatorname{vol}(K)}, \quad\left(a^{2}+b^{2}+2 a c\right)=\frac{\mathrm{V}_{1}(K)}{\operatorname{vol}(K)}, \quad c\left(a^{2}+b^{2}\right)=\frac{1}{\operatorname{vol}(K)}, \tag{2.6}
\end{equation*}
$$

and using (1.3), inequalities (2.2) for $i=1,2$ yield, in terms of $a, c, m$,

$$
\begin{align*}
& \text { i) } \frac{4}{3} c^{2}+\left(\frac{16}{3}-2 \pi\right) a c+\left[\frac{16}{3}-\pi\left(1+m^{2}\right)\right] a^{2} \geq 0  \tag{2.7}\\
& \text { ii) }\left[4 \pi-8\left(1+m^{2}\right)\right] c^{2}+\left[4 a\left(1+m^{2}\right)(\pi-4)\right] c+\pi a^{2}\left(1+m^{2}\right)^{2} \geq 0
\end{align*}
$$

respectively.
We assume $m>m_{0}$. On the one hand it can be seen that, since $c>0$, inequality (2.7) i) is equivalent to

$$
c \geq \widetilde{c}=\frac{a\left(\sqrt{3 \pi\left(4 m^{2}+3 \pi-12\right)}+3 \pi-8\right)}{4} .
$$

On the other hand, a direct computation shows that the above condition on $m$ also implies that inequality (2.7) ii) holds if and only if

$$
0<c \leq \bar{c}=\frac{a\left(m^{2}+1\right)\left(\sqrt{2\left(\pi m^{2}-3 \pi+8\right)}+\pi-4\right)}{2\left(2 m^{2}-\pi+2\right)} .
$$

Hence, $\tilde{c} \leq c \leq \bar{c}$, which is a contradiction because it can be checked that condition $m>m_{0}$ gives $\bar{c}<\tilde{c}$. Therefore $m \leq m_{0}$, and using the convexity of the cone $\mathcal{R}_{W}(3)$ we get the result. Moreover, since equality in (2.2), $i=2$, holds only for the ball, an analogous argument to the one of the case $n=2$ shows that equality $m=m_{0}$ holds if and only if $K=B_{3}$.

Remark 2.2. From the above proof, it is also obtained that the ball $B_{n}$ is the only convex body such that one of the roots of $g_{B_{n}}(z)$ lies on (determines) the boundary $\operatorname{bd} \mathcal{R}_{W}(n) \backslash \mathbb{R}_{\leq 0}, n=2,3$.

## 3. Relating the roots of the Wills and Steiner polynomials

Let $\mathcal{R}(n)=\left\{z \in \mathbb{C}^{+}: f_{K ; B_{n}}(z)=0\right.$ for some $\left.K \in \mathcal{K}^{n}\right\}$ denote the set of all roots of the Steiner polynomial $f_{K ; B_{n}}(z)$ in the upper half plane. In [8, Theorem 1.2] and [9, Proposition 1.2] it is proved that

$$
\begin{aligned}
& \mathcal{R}(2)=\mathbb{R}_{\leq 0}, \\
& \mathcal{R}(3)=\left\{x+y \mathrm{i} \in \mathbb{C}^{+}: x+\sqrt{3} y<0\right\} \cup\{0\}, \\
& \mathcal{R}(4)=\left\{x+y \mathrm{i} \in \mathbb{C}^{+}: x+y<0\right\} \cup\{0\} .
\end{aligned}
$$

A first direct observation from Theorem 1.2 is that $\operatorname{cl} \mathcal{R}(n) \subsetneq \mathcal{R}_{W}(n)$ for $n=$ 2,3 . Moreover, it is easy to check that in dimension 4 , the cone $\mathcal{R}_{W}\left(B_{4}\right)=$
$\left\{x+y \mathrm{i} \in \mathbb{C}^{+}: \alpha x+y<0\right\}, \alpha=1.42224 \ldots$, and hence we also have the strict inclusion $\mathrm{cl} \mathcal{R}(4) \subsetneq \mathcal{R}_{W}\left(B_{4}\right) \subset \mathcal{R}_{W}(4)$. We cannot expect, however, that $\mathrm{cl} \mathcal{R}(n) \subsetneq \mathcal{R}_{W}\left(B_{n}\right)$ for any dimension; indeed, it can be checked with a computer or by applying the Routh-Hurwitz criterion that $g_{B_{12}}(z)$ is weakly stable, whereas the (weak) stability of the Steiner polynomial fails for $n=12$ (see [6, Remark 3.2]).

For complex numbers $z_{1}, \ldots, z_{r} \in \mathbb{C}$ let

$$
\mathrm{s}_{i}\left(z_{1}, \ldots, z_{r}\right)=\sum_{\substack{J \subset\{1, \ldots, r\} \\ \# J=i}} \prod_{j \in J} z_{j}
$$

denote the $i$-th elementary symmetric function of $z_{1}, \ldots, z_{r}, 1 \leq i \leq r$. In addition we set $\mathrm{s}_{0}\left(z_{1}, \ldots, z_{r}\right)=1$. Moreover, let $\gamma_{i}, i=1, \ldots, n$, be the roots of the Steiner polynomial $f_{K ; B_{n}}(z)=\sum_{i=0}^{n} \kappa_{i} \mathrm{~V}_{n-i}(K) z^{i}$ of $K \in \mathcal{K}^{n}$. From the identity $\sum_{i=0}^{n} \kappa_{i} \mathrm{~V}_{n-i}(K) z^{i}=\kappa_{n} \prod_{i=1}^{n}\left(z-\gamma_{i}\right)$ we get

$$
\begin{equation*}
(-1)^{i} \frac{\kappa_{n-i}}{\kappa_{n}} \mathrm{~V}_{i}(K)=\mathrm{s}_{i}\left(\gamma_{1}, \ldots, \gamma_{n}\right) . \tag{3.1}
\end{equation*}
$$

Similarly, taking the Wills polynomial $g_{K}(z)$ with roots $\mu_{i}, i=1, \ldots, n$, from the relation $\sum_{i=0}^{n} \mathrm{~V}_{i}(K) z^{i}=\operatorname{vol}(K) \prod_{i=1}^{n}\left(z-\mu_{i}\right)$ we get

$$
\begin{equation*}
(-1)^{i} \frac{V_{n-i}(K)}{\operatorname{vol}(K)}=\mathrm{s}_{i}\left(\mu_{1}, \ldots, \mu_{n}\right) \tag{3.2}
\end{equation*}
$$

Then from (3.1) and (3.2) we easily obtain the following relations between the roots of the Wills and the Steiner polynomials:

$$
\begin{aligned}
& \mathrm{s}_{i}\left(\gamma_{1}^{-1}, \ldots, \gamma_{n}^{-1}\right)=\kappa_{i} \mathrm{~s}_{i}\left(\mu_{1}, \ldots, \mu_{n}\right) \quad \text { and } \\
& \mathrm{s}_{i}\left(\mu_{1}^{-1}, \ldots, \mu_{n}^{-1}\right)=\frac{\kappa_{n}}{\kappa_{n-i}} \mathrm{~s}_{i}\left(\gamma_{1}, \ldots, \gamma_{n}\right)
\end{aligned}
$$

However, just checking some easy examples, it can be seen that it is not possible to get relations of the type $\gamma_{i}=c(n) \mu_{i}$, for an $n$-dependent constant $c(n)$. Theorem 1.3 states a kind of asymptotic relation between them. For the proof of this theorem we need the following lemma.

Lemma 3.1. Let $k \geq 0$. Then

$$
\lim _{n \rightarrow \infty} \frac{\kappa_{n-k} / \kappa_{n}}{\left(\kappa_{n-1} / \kappa_{n}\right)^{k}}=1
$$

Proof. Stirling's formula (see e.g. [24, Theorem 5.3.12] and [1, p. 24]) for the gamma function together with (1.2) yield the asymptotic formula

$$
\lim _{n \rightarrow \infty} \frac{\kappa_{n}}{\left(\frac{2 \pi e}{n}\right)^{n / 2} \frac{1}{\sqrt{n \pi}}}=1 .
$$

Therefore we get

$$
\begin{aligned}
\lim _{n \rightarrow \infty} \frac{\kappa_{n-k} / \kappa_{n}}{\left(\kappa_{n-1} / \kappa_{n}\right)^{k}} & =\lim _{n \rightarrow \infty} \frac{\left(\frac{2 \pi e}{n-k}\right)^{\frac{n-k}{2}} \frac{1}{\sqrt{(n-k) \pi}}}{\left(\frac{2 \pi e}{n}\right)^{n / 2} \frac{1}{\sqrt{n \pi}}}\left(\frac{\left(\frac{2 \pi e}{n}\right)^{n / 2} \frac{1}{\sqrt{n \pi}}}{\left(\frac{2 \pi e}{n-1}\right)^{\frac{n-1}{2}} \frac{1}{\sqrt{(n-1) \pi}}}\right)^{k} \\
& =\lim _{n \rightarrow \infty} \frac{(n-1)^{k / 2} \sqrt{n}}{n^{k / 2} \sqrt{n-k}} \frac{(n-1)^{(n-1) k / 2} n^{n / 2}}{(n-k)^{(n-k) / 2} n^{n k / 2}}=1 .
\end{aligned}
$$

Proof of Theorem 1.3. We observe that for any $i=1, \ldots, s, \mu_{i}$ is a root of $g_{K}(z)$ if and only if $\mu_{i} /\left|\mu_{i}\right|^{2}=1 / \overline{\mu_{i}}$ is a root of $\tilde{g}_{K}(z)=\sum_{i=0}^{s} \mathrm{~V}_{n-i}(K) z^{i}$. Thus it suffices to show that (reordering if necessary)

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{\kappa_{n}}{\kappa_{n-1}} \gamma_{i, n}=\tilde{\mu}_{i}, \quad i=1, \ldots, s, \tag{3.3}
\end{equation*}
$$

where $\tilde{\mu}_{i}, i=1, \ldots, s$, are the roots of $\tilde{g}_{K}(z)$.
Since $\operatorname{dim} K=s$, the Steiner polynomial takes the form

$$
f_{K ; B_{n}}(z)=\sum_{i=n-s}^{n} \kappa_{i} \mathrm{~V}_{n-i}(K) z^{i}=z^{n-s} \sum_{j=0}^{s} \kappa_{n-s+j} \mathrm{~V}_{s-j}(K) z^{j},
$$

and then, for any $i=1, \ldots, s, \gamma_{i, n}$ is a (non-zero) root of $f_{K ; B_{n}}(z)$ if and only if the complex number $\tilde{\gamma}_{i, n}=\left(\kappa_{n} / \kappa_{n-1}\right) \gamma_{i, n}$ satisfies the relation

$$
\sum_{j=0}^{s} \frac{\kappa_{n-s+j}}{\kappa_{n}}\left(\frac{\kappa_{n-1}}{\kappa_{n}}\right)^{j} \mathrm{~V}_{s-j}(K) \tilde{\gamma}_{i, n}^{j}=0
$$

or equivalently, dividing by $\left(\kappa_{n-1} / \kappa_{n}\right)^{s}$, if and only if $\tilde{\gamma}_{i, n}$ is a root of the polynomial

$$
\sum_{k=0}^{s} \frac{\kappa_{n-k} / \kappa_{n}}{\left(\kappa_{n-1} / \kappa_{n}\right)^{k}} \mathrm{~V}_{k}(K) z^{s-k}=z^{s}+\mathrm{V}_{1}(K) z+\sum_{k=2}^{s} \beta_{k, n} \mathrm{~V}_{k}(K) z^{s-k}
$$

where for short we write $\beta_{k, n}=\left(\kappa_{n-k} / \kappa_{n}\right) /\left(\kappa_{n-1} / \kappa_{n}\right)^{k}, k=2, \ldots, s$. By Lemma 3.1, the $s-2$ sequences $\left(\beta_{k, n}\right)_{n}$ tends to 1 when $n$ goes to infinity, which shows that the pointwise limit

$$
\lim _{n \rightarrow \infty}\left(z^{s}+\mathrm{V}_{1}(K) z+\sum_{k=2}^{s} \beta_{k, n} \mathrm{~V}_{k}(K) z^{s-k}\right)=\tilde{g}_{K}(z)
$$

This, together with the fact that the roots of a polynomial are continuous functions of the coefficients, proves (3.3) and concludes the proof.

From Theorem 1.3 we immediately get the following corollary, which shows the asymptotic behavior of the (modulus and the argument of the) roots of the Steiner polynomial with respect to the ones of $g_{K}(z)$.
Corollary 3.1. Let $K \in \mathcal{K}^{s}$ and let $\mu_{1}, \ldots, \mu_{s}$ be the roots of $g_{K}(z)$. Embedding $K \subsetneq \mathbb{R}^{n}, n \geq s$, let $\gamma_{1, n}, \ldots, \gamma_{s, n}$ be the non-zero roots of $f_{K ; B_{n}}(z)$. Then the following properties hold:
i) $\lim _{n \rightarrow \infty}\left|\gamma_{i, n}\right|=\infty, i=1, \ldots, s$.
ii) Reordering if necessary, $\lim _{n \rightarrow \infty} \arg \gamma_{i, n}=\arg \mu_{i}, i=1, \ldots, s$.

Proof. Using (2.4),

$$
\lim _{n \rightarrow \infty}\left|\gamma_{i, n}\right|=\lim _{n \rightarrow \infty} \frac{\kappa_{n-1}}{\kappa_{n}} \frac{1}{\left|\mu_{i}\right|} \geq \lim _{n \rightarrow \infty} \sqrt{\frac{n}{2 \pi}} \frac{1}{\left|\mu_{i}\right|}=\infty .
$$

Property (ii) is straightforward.

## 4. The roots of the Wills polynomial and other functionals

For $K \in \mathcal{K}^{n}$, we denote by

$$
\begin{aligned}
\mathrm{r}(K) & =\max \left\{r: \exists x \in \mathbb{R}^{n} \text { with } x+r B_{n} \subset K\right\}, \\
\mathrm{R}(K) & =\min \left\{R: \exists x \in \mathbb{R}^{n} \text { with } K \subset x+R B_{n}\right\},
\end{aligned}
$$

the usual in- and circumradius of $K$. Since, up to translations, $\mathrm{r}(K) B_{n} \subset K$ and $K \subset \mathrm{R}(K) B_{n}$ the following inequalities are a direct consequence of the monotonicity of the mixed volumes (cf. e.g. [21, p. 277]):

$$
\begin{equation*}
\mathrm{r}(K) \mathrm{W}_{i+1}(K) \leq \mathrm{W}_{i}(K) \leq \mathrm{R}(K) \mathrm{W}_{i+1}(K) \tag{4.1}
\end{equation*}
$$

for $i \in\{0, \ldots, n-1\}$.
We start this section bounding the roots of the Wills functional in terms of the in- and circumradius.

Proposition 4.1. Let $K \in \mathcal{K}^{n}$. Then the roots $\mu_{i}, i=1, \ldots, n$, of the Wills polynomial $g_{K}(z)$ are bounded by

$$
\begin{equation*}
\frac{1}{\mathrm{~V}_{1}(K)} \leq\left|\mu_{i}\right| \leq \frac{\mathrm{V}_{n-1}(K)}{\operatorname{vol}(K)} . \tag{4.2}
\end{equation*}
$$

Both inequalities are sharp. In particular, we have

$$
\frac{1}{2 n} \frac{1}{\mathrm{R}(K)} \leq\left|\mu_{i}\right| \leq \frac{n}{2} \frac{1}{\mathrm{r}(K)}
$$

Proof. It is known (see e.g. [17, p. 137]) that the roots of a polynomial $\sum_{j=0}^{n} a_{j} z^{j}$ with real coefficients $a_{j}>0$ lie in the ring $\min \left\{a_{j} / a_{j+1}\right\} \leq|z| \leq$ $\max \left\{a_{j} / a_{j+1}\right\}$, for $j=0,1, \ldots, n-1$. Hence in order to bound the roots of $g_{K}(z)$ we have to find the minimum and maximum of $\mathrm{V}_{j}(K) / \mathrm{V}_{j+1}(K)$, $j=0, \ldots, n-1$. Writing this quotient via (1.3) in terms of the quermassintegrals, we get

$$
\frac{\mathrm{V}_{j}(K)}{\mathrm{V}_{j+1}(K)}=\frac{j+1}{n-j} \frac{\kappa_{n-j-1}}{\kappa_{n-j}} \frac{\mathrm{~W}_{n-j}(K)}{\mathrm{W}_{n-j-1}(K)} .
$$

Aleksandrov-Fenchel inequalities (2.2) ensure that $\mathrm{W}_{n-j}(K) / \mathrm{W}_{n-j-1}(K)$ is increasing in $j$, and clearly $j+1$ is so. So we have to study the monotonicity of $\kappa_{n-j-1} /\left((n-j) \kappa_{n-j}\right)$ in $j$.

In order to do it, we consider the sequence $y_{m}=\kappa_{m-1} /\left(m \kappa_{m}\right)$. By 1.2 and properties of the gamma function (see e.g. [24, Section 5.3]), it is an easy computation to check that $\kappa_{m} / \kappa_{m-2}=2 \pi / m$. Then

$$
\frac{1}{m+1} \frac{\kappa_{m}}{\kappa_{m-2}}=\frac{1}{m+1} \frac{2 \pi}{m}=\frac{1}{m} \frac{\kappa_{m+1}}{\kappa_{m-1}}
$$

and using Aleksandrov-Fenchel inequalities 2.2 for $\kappa_{m}=\mathrm{W}_{m}\left(C_{n}\right)$, we get

$$
y_{m+1}=\frac{1}{m+1} \frac{\kappa_{m}}{\kappa_{m+1}}=\frac{1}{m} \frac{\kappa_{m-2}}{\kappa_{m-1}} \leq \frac{1}{m} \frac{\kappa_{m-1}}{\kappa_{m}}=y_{m}
$$

Therefore, $y_{m}$ is a decreasing sequence in $m$, i.e., $\kappa_{n-j-1} /\left((n-j) \kappa_{n-j}\right)$ is an increasing sequence in $j$. Thus, altogether we get

$$
\frac{1}{\mathrm{~V}_{1}(K)}=\frac{1}{n} \frac{\kappa_{n-1}}{\mathrm{~W}_{n-1}(K)} \leq \frac{\mathrm{V}_{j}(K)}{\mathrm{V}_{j+1}(K)} \leq \frac{n}{2} \frac{\mathrm{~W}_{1}(K)}{\mathrm{W}_{0}(K)}=\frac{\mathrm{V}_{n-1}(K)}{\operatorname{vol}(K)}
$$

for $j=0, \ldots, n-1$, which shows (4.2).
We notice that for $n=1$, any line segment gives equality in both inequalities. Moreover, for any dimension, let $Q(\ell)$ be the $n$-dimensional orthogonal box with edge-lengths $1, \ell, \ldots, \ell, \ell \geq 1$, for which $\mathrm{V}_{i}(Q(\ell))=\mathrm{s}_{i}(1, \ell, \ldots, \ell)$ and $\mu_{1}=1$ is one of the roots of $g_{Q(\ell)}(z)$ (see Remark 2.1). Then

$$
\lim _{\ell \rightarrow \infty} \frac{\mathrm{V}_{n-1}(Q(\ell))}{\operatorname{vol}(Q(\ell))}=\lim _{\ell \rightarrow \infty} \frac{\ell^{n-1}+(n-1) \ell^{n-2}}{\ell^{n-1}}=1=\left|\mu_{1}\right|
$$

which shows that the upper bound is sharp. Analogously, taking $\bar{Q}(\ell)$ the $n$-dimensional orthogonal box with edge-lengths $1, \ell, \ldots, \ell, \ell \leq 1$, then

$$
\lim _{\ell \rightarrow 0} \frac{1}{\mathrm{~V}_{1}(\bar{Q}(\ell))}=\lim _{\ell \rightarrow 0} \frac{1}{(n-1) \ell+1}=1=\left|\mu_{1}\right|
$$

which shows that the lower bound is sharp.
The bounds in terms of the in- and circumradius follow immediately from (4.1) (via (1.3), taking into account that $\kappa_{n-1} / \kappa_{n} \geq 1 / 2$ for all $n \geq 1$.

For the next proposition, we need to deal with a special kind of sets. Tangential bodies can be defined in several equivalent ways; here we will use the following one: a convex body $K \in \mathcal{K}^{n}$ containing a ball $r B_{n}$ is called a tangential body, if it holds the equality $\mathrm{W}_{0}(K)=\mathrm{r}(K) \mathrm{W}_{1}(K)$ (cf. (4.1), $i=0$ ). The $n$-dimensional cube is an example of this type of bodies. For an exhaustive study of the more general defined $p$-tangential bodies we refer to [21, Section 2.2] and [21, Theorem 6.6.16].

Proposition 4.2. Let $K \in \mathcal{K}^{n}$ and let $\mu_{i}, i=1, \ldots, n$, be the roots of the Wills polynomial $g_{K}(z)$. If $\operatorname{Re} \mu_{i}=-a, a>0$, for all $i=1, \ldots, n$, then

$$
\frac{1}{2 \mathrm{R}(K)} \leq a \leq \frac{1}{2 \mathrm{r}(K)}
$$

Equality holds in the right inequality if and only if $K$ is a tangential body.

Proof. Using (3.2) for $i=1$ and (1.3), we have

$$
-n a=\sum_{i=1}^{n} \operatorname{Re} \mu_{i}=\sum_{i=1}^{n} \mu_{i}=-\frac{\mathrm{V}_{n-1}(K)}{\operatorname{vol}(K)}=-\frac{n}{2} \frac{\mathrm{~W}_{1}(K)}{\mathrm{W}_{0}(K)},
$$

and thus, with by 4.1),

$$
\frac{1}{2 \mathrm{R}(K)} \leq a \leq \frac{1}{2 \mathrm{r}(K)}
$$

Finally, equality $a=1 /(2 \mathrm{r}(K))$ holds if and only if we have equality in $\mathrm{W}_{0}(K) \geq \mathrm{r}(K) \mathrm{W}_{1}(K)$, i.e., when $K$ is a tangential body.

Proposition 4.2 contrasts with the case of the Steiner polynomial, where only the one of the ball can have all its roots with equal real part (in fact, it has an $n$-fold real root).

Remark 4.1. From the above argument we also notice that

$$
\frac{n}{2 \operatorname{R}(K)} \leq\left|\operatorname{Re} \mu_{1}+\cdots+\operatorname{Re} \mu_{n}\right| \leq\left|\operatorname{Re} \mu_{1}\right|+\cdots+\left|\operatorname{Re} \mu_{n}\right| .
$$

In [27] Wills studied relations between the roots of the Wills polynomial of a 0 -symmetric convex body, i.e., such that $K=-K$, and its successive minima, which we introduce next. Here we slightly improve some of those relations.

We denote by $\mathbb{Z}^{n}$ the integer lattice, i.e., the lattice of all points with integral coordinates in $\mathbb{R}^{n}$. For $K \in \mathcal{K}^{n} 0$-symmetric, the $i$-th successive minimum $\lambda_{i}(K)$ of $K, i=1, \ldots, n$, is defined as

$$
\lambda_{i}(K)=\min \left\{\lambda \in \mathbb{R}: \lambda>0, \operatorname{dim}\left(\lambda K \cap \mathbb{Z}^{n}\right) \geq i\right\}
$$

Clearly $0<\lambda_{1}(K) \leq \cdots \leq \lambda_{n}(K)$, and they are homogeneous of degree -1 , i.e., $\lambda_{i}(\alpha K)=(1 / \alpha) \lambda_{i}(K)$. As a general reference for lattices and successive minima we refer to [2]. Here we show the following result.

Proposition 4.3. Let $K \in \mathcal{K}^{n}$ be 0 -symmetric and let $\mu_{i}, i=1, \ldots, n$, be the roots of the Wills polynomial, ordered such that $\left|\mu_{1}\right| \leq \cdots \leq\left|\mu_{n}\right|$. Then:
i) $\lambda_{i+1}(K) \ldots \lambda_{n}(K)<2^{n-i}\binom{n}{i}\left|\mu_{i+1}\right| \ldots\left|\mu_{n}\right|, i=1, \ldots, n-1$.
ii) $\lambda_{n}(K)+(n-1) \mathrm{r}(K)^{n-1} / \mathrm{R}(K)^{n} \leq-2\left(\mu_{1}+\cdots+\mu_{n}\right)$.

Equality holds in (ii) if and only if $K=B_{n}$.
It improves items (d) and (b) in [27, Theorem 1], respectively.
Proof. In [5] the following sharp inequality was proved for a 0 -symmetric convex body $K \in \mathcal{K}^{n}$ :

$$
\lambda_{i+1}(K) \ldots \lambda_{n}(K) \operatorname{vol}(K)<2^{n-i} \mathrm{~V}_{i}(K)
$$

$i=1, \ldots, n-1$. This, together with (3.2), gives

$$
\lambda_{i+1}(K) \ldots \lambda_{n}(K)<2^{n-i}(-1)^{n-i}{ }_{\mathrm{s}_{n-i}}\left(\mu_{1}, \ldots, \mu_{n}\right) \leq 2^{n-i}\binom{n}{i}\left|\mu_{i+1} \ldots \mu_{n}\right|
$$

On the other hand, the known Wills conjecture, proved independently by Bokowski and Diskant, states that $\operatorname{vol}(K)-\mathrm{r}(K) \mathrm{S}(K)+(n-1) \kappa_{n} \mathrm{r}(K)^{n} \leq 0$ (see e.g. [21, p. 324] and the references inside). Taking into account that $\lambda_{n}(K) \leq 1 / \mathrm{r}(K)$, because $K \supset \mathrm{r}(K) B_{n}$, and also that $\operatorname{vol}(K) \leq \kappa_{n} \mathrm{R}(K)^{n}$ (cf. (4.1)), then using (3.2) we get the required inequality:

$$
\begin{aligned}
-2 \sum_{i=1}^{n} \mu_{i} & =2 \frac{\mathrm{~V}_{n-1}(K)}{\operatorname{vol}(K)}=\frac{\mathrm{S}(K)}{\operatorname{vol}(K)} \geq \frac{1}{\mathrm{r}(K)}+(n-1) \frac{\kappa_{n}}{\operatorname{vol}(K)} \mathrm{r}(K)^{n-1} \\
& \geq \lambda_{n}(K)+(n-1) \frac{\mathrm{r}(K)^{n-1}}{\mathrm{R}(K)^{n}} .
\end{aligned}
$$

Since equality in Wills' conjecture holds if and only if $K$ is the Euclidean ball, we obtain the same characterization for the equality case in (ii).

## 5. A brief note on the Wills polynomial of the ball

The Wills polynomial of the ball verifies the nice property (see [26, (4.4)])

$$
\begin{equation*}
i!\kappa_{i} g_{B_{n}}^{(n-i)}(z)=n!\kappa_{n} g_{B_{i}}(z) \tag{5.1}
\end{equation*}
$$

where $g^{(k)}(z)$ denotes the $k$-th derivative of a polynomial $g(z)$.
We have also proved that the Wills polynomial of the ball determines the cone of roots, i.e., $\mathcal{R}_{W}(n)=\mathcal{R}_{W}\left(B_{n}\right)$, for dimensions $n=2,3$. In this section we show some additional properties of this particular polynomial $g_{B_{n}}(z)$ and the cone $\mathcal{R}_{W}\left(B_{n}\right)$.

Proposition 5.1. The Wills polynomial $g_{B_{n}}(z)$ is weakly stable for $n \leq 13$ and it is not for $n \geq 14$. Moreover, $\mathcal{R}_{W}\left(B_{n-1}\right) \subsetneq \mathcal{R}_{W}\left(B_{n}\right)$ if $n \leq 14$.

Proof. Applying the stability criterion used in Proposition 1.1, it is easy to check that $g_{B_{n}}(z)$ is weakly stable for $n \leq 13$, whereas the polynomial $g_{B_{14}}(z)$ has a root with positive real part ( $\mu \approx 0.04562+1.81036 \mathrm{i}$ ).

Let $n \geq 14$ be any positive integer such that the polynomial $g_{B_{n}}(z)$ is not weakly stable. If we assume that $g_{B_{n+1}}(z)$ is weakly stable, then we have $\operatorname{conv}\left\{\mu: g_{B_{n+1}}(\mu)=0\right\} \subsetneq\{z \in \mathbb{C}: \operatorname{Re} z<0\}$. The well-known Gauss-Lucas theorem states that all roots of the derivative of a non-constant polynomial lie in the convex hull of the set of zeros of the polynomial (see e.g. [17, Theorem 6.1]). This result together with the fact $g_{B_{n}}^{\prime}(z)=\left(n \kappa_{n} / \kappa_{n-1}\right) g_{B_{n-1}}(z)$ (cf. (5.1)) shows that $g_{B_{n}}(z)$ is weakly stable, a contradiction. So, $g_{B_{n+1}}(z)$ is also weakly stable.

On the other hand, let $\bar{A}$ denote the set of conjugates of complex numbers in $A \subset \mathbb{C}^{+}$. Because of the (weak) stability of $g_{B_{n}}(z)$, the cone $\mathcal{R}_{W}\left(B_{n}\right) \cup \overline{\mathcal{R}_{W}\left(B_{n}\right)}$ is convex for $n<14$, and then it contains the set $\operatorname{conv}\left\{\mu: g_{B_{n}}(\mu)=0\right\}$. Again, Gauss-Lucas' theorem together with (5.1) prove that $\mathcal{R}_{W}\left(B_{n-1}\right) \subset \mathcal{R}_{W}\left(B_{n}\right), n<14$. Numerical computations give the strict inclusion. Finally, the non-stability of $g_{B_{14}}(z)$ concludes the proof.
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